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Preface

This thesis describes a method used at the Air Force Test Pilot

School of identifying aircraft parameters via frequency response

analysis techniques. This method uses various input and response

signals from the aircraft and transforms these signals to generate

frequency response data (Bode Plots). Lower order equivalent systems

were fit to the frequency response data and equivalent aircraft

parameters were determined. The method was developed using simulated

aircraft time histories which were analytically derived. Flight

testing was later accomplished which verified and supplemented the

analysis.

The work on this thesis was accomplished through the Joint Air

Force Institute of Technology/Test Pilot School (AFIT/TPS) Program.

I wish to express my gratitude to my thesis advisors Major (Dr.)

James T. Silverthorn and Dr. Robert A. Calico. Much credit also is

due the USAF Test Pilot School for sponsoring a test program through

which my analytic work could be tested and verified. I also wish to

thank my wife, Deborah, for her support throughout the two year joint

AFIT/TPS program.

Allan T. Reed
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Abstract

This paper presents the results of a project which used frequency

analysis methods applied to flight test data in order to identify

aircraft parameters. Computer programs were developed to generate

simulated flight test data so the frequency response programs could be

tested using a noise free data source. Once the simulated data

programs were complete, the frequency response methods were developed.

The frequency response method uses the cross-spectral density

technique to generate magnitude and phase information. The program

also generates the power spectral density functions. Noise

contamination studies were made and the frequency response program was

modified to use a window-averaging technique to reduce the effects of

noise as well as to generate a coherence function to display where

poor correlation between input and output was occurring due to noise.

* The programs were used with the test project, HAVE DELAY, which was

conducted at the USAF Test Pilot School. Lower order equivalent

systems techniques were used to fit results from flight test to lower

order systems. The frequency response program worked well up to a

frequency of about 15 radians per second. Above 15 radians per sccond

the program suffers from additional noise and aliasing effects.

Recommendations were made to study means of reducing noise effects to

include anti-aliasing filters and noise processing schemes for digitli

data.

viii
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EVALUATION OF A FREQUENCY RESPONSE TECHNIQUE

FOR AIRCRAFT SYSTEM IDENTIFICATION

I. Introduction

This thesis describes a method of identifying aircraft dynamic

parameters (natural frequencies, damping ratios, etc.) using a

frequency response technique. These techniques were developed for use

by the USAF Test Pilot School.

Background

As modern aircraft and the flight control systems become more

advanced, the response of these aircraft become increasingly difficult

to evaluate. Most modern aircraft no longer exhibit the classic

response characteristics for which exists a large body of knowledge

(i.e. short period, phugoid, dutch roll, roll, and spiral). This has

made the determination of MIL-SPEC (Ref 3), compliance extremely

difficult, if not impossible. Also many times the design engineer is

more interested in how the aircraft responds during pilot-in-the-loop

or operational type maneuvering than how that aircraft responds open

loop.

When flight control systems played a minor role in determining

overall aircraft response then open loop response was adequate. But

with complex flight control systems which significantly alter the

nature of the response, the flight test engineer needs to examine the

total system response-that is, from the force the pilot applies to



the control stick to the final aircraft response. Often only part of

the system needs to be analyzed.

A frequency response analyzer is ideally suited for this problem.

"... Unlike classical flight test techniques which require precise inputs

*" and test parameters to be performed by the test pilot, frequency

analysis methods only requires that the system be sufficiently excited

for a sufficient amount of time (about 20-40 sec), over a sufficient

bandwidth (about 10 rad/sec).

Frequency response analysis methods are also superior to

classical techniques in that frequency response techniques can be used

'- while the pilot is flying tasks which are not much different from tasks

the pilot would be flying if he were employing the aircraft

operationally. Typical tasks for frequency analysis techniques would

* be air refueling, air-to-air tracking, air-to-ground tracking,

precision formation, or precision landing. Thus, the design engineer

Is analyzing the total aircraft system (airframe plus flight

controls), and is doing so with the aircraft flying maneuvers similar

to those flown operationally.

Current Flight Test Techniques

The United States Air Force Test Pilot School currently uses open

loop testing to determine aircraft natural frequencies and damping

ratios. The existing technique involve stabilizing the aircraft at

the desired test conditions (trim shot), and then applying a test

. input, (release from sideslip, doublet, etc.), releasing controls, and

then recording aircraft response. Obviously the response being

2



evaluated is an open loop response and effects of the flight controls

are not entirely present. Data reduction for this technique involves

the examination of strip charts (if the aircraft is instrumented) to

determine the natural frequency and damping ratios. Damping ratios

are typically determined by a time ratio method or log-decrement

technique. (Noninstrumented aircraft are evaluated by the pilot

timing and counting the number of overshoots following the input to

determine natural frequency and damping ratio).

There are several problems associated with the current

techniques. Aircraft response is generally a combination of motions.

In other words, motion about the pitch axis is virtually never just

short period motion or just phugoid motion, but rather some

combination of the two motions. Only by exciting an aircraft by

introducing as initial conditions a motion which is some multiple of

the desired eiqenvector can one get motion of a single mode as a

response. Often a sinusoidal pulse or control doublet is performed by

the pilot at a frequency which is very close to the natural frequency

of the mode being analyzed. The current methods and frequency sweeps

can provide an idea of the frequency response based upon flight test

and data reduction. Classical techniques tell much about an aircraft.

But, they are free response techniques--they tell what happens to the

aircraft when disturbed from equilibrium, controls released, and

resulting motion taking place. What really needs to be examined is

the forced response-because the critical phases of flight such as

* air-to-air, air-to-ground, air refueling, formation, takeoff, and

landing are forced responses (pilot-in-the-loop). Furthermore, modern

3



aircraft are often so augmented with feedback for stability and

control that the classic modes may not appear in the standard manner

or may be surrounded by additional modes introduced by flight controls

(feel and trim systems, etc.). As an example of inherent errors in

the classic methods of exciting an aircraft in-flight, consider the

case where the engineer wishes to record the free aircraft response to

a doublet input and typical pilot realization of that elevator input

as shown in Figure 1. Shown are the elevator input signals as

typically flown. Obviously a discrepancy exists between the desired

4r input and the resulting input, and therefore, uncertainties will exist

as to the real significance of the recorded response to these signals.

The concept of examining the forced response of an aircraft is

important as forced response is the basis 'for handling qualities

evaluations. The forced response, also called mission oriented

response or pilot-in-the-loop response (Ref 14), is what ultimately

must be optimized in the design of flight control systems. Handling

qualities discovered during evaluation of this forced response are a

function of the total system, from the pilot applying stick inputs

down to the airframe aerodynamics.

The aeronautical/control engineer seeks better methods to analyze

and optimize the forced response of an aircraft. This thesis presents

a method of analyzing aircraft via frequency response methods.

@1.4
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II. Frequency Response Method

Frequency response methods require obtaining time histories of

various inputs and the respective aircraft response. If these time

histories can be appropriately transformed into the frequency domain

then classic frequency domain analysis methods (i.e., Bode, amplitude

and phase plots) serve the engineer in the analysis and optimization

process. This concept is shown in Figure 2.

The choice of transformations is logically the Fourier Transform

as shown in Figure 3, and since this project used flight test data

which was digitally sampled, the transform which was used was a

Discrete Fourier Transform or DFT.

Input Signal

The choice of input signals is perhaps unclear. If one demands a

rigorous, precisely flown input signal, x(t), then the same problem as

the open loop method is encountered. The problem with the open loop

test was that the pilot can never input precisely the desired signal

(the test pilot cannot input a perfect step, a perfect doublet, etc.)S
(Figure 1)

Examination of the concepts behind the properties of the impulse

function reveal an interesting property: if the input and response
4

time signals are measured simultaneously and then Fourier Transformed,

the resulting division of these two signals, i.e., Y(&j)/X(w)

represents the transfer function between input and output. Thus,

after a processing of test data from a single sampling of input and

output a complete frequency response plot can be constructed. The

6
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only restriction to the input signal is that the frequency content

must extend across the desired frequency range of interest. For

aircraft flight dynamics, control engineers are most concerned with

the frequency range 0.1 to 10 rad/sec.

The fact that the input signal must contain sufficient power in

the frequency range of interest can be complied without any additional

restrictions to the test pilot's input signal-thus, random input

S-"signals can be used if they contain an adequate amount of power in the

range 0.1 to 10 rad/sec.

Thus the approach for this project was to digitally sample

various inputs of interest and to simultaneously sample various

outputs, use a digital Fourier Transform to convert signals from the

time domain into che frequency domain and the to compute and plot the

frequency response transfer function magnitude and phase angle for

analysis.

Aliasing

Several problems arise in the frequency analysis of sampled data.

One such problem is that of aliasing. Consider the two continuous

waveforms shown in Figure 4: one of low frequency and one of high

frequency. As long as the signal is sampled at least as fast as the

theoretical limit (a minimum of two samples per cycle), the transform

methods will correctly identify the signals. However, there are

always practical limits as to how fast the signal can be sampled

% (i.e., 8 samples/sec, 16 samples/sec, etc.). A problem occurs if

there are frequencies present in the signals which are higher than the

maximum frequency which can be identified by the sampling rate.

9
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Figure 4 shows an example of the classic case of aliasing. The dotted

line shown is an alias of the signal represented by the solid line.

This has a significant impact on the analysis of aircraft data.

Given the frequency range of interest, one must ensure that the

sampling rate is such that the highest frequency is sampled at least

twice per cycle (the Nyquist rate). Aircraft flight dynamics

generally deal with a frequency range of 0.1 to 10 rad/sec. Therefore

a sampling rate is needed which gives at least two samples per cycle

of a 10 rad/sec signal, i.e. sample at least twice during a cycle of

_. 0.63 seconds time interval or once every third of a second. Thus, the

bare minimum sample rate is three times a second (Fn = 21T/2&T).

This is, however, a theoretical limit. By following proven

engineering guidelines of five samples per cycle, one finds that one

should sample the signals at approximately 0.13 sec (Fn = 21T/5*2&T).

Sixteen samples per second should allow good analysis out to

about 20 rad/sec. Some Test Pilot School aircraft have data

acquisition systems (DAS) which sample 20 times per second which

should allow analysis out to about 25 rad/sec. However, remember this

discussion of aliasing assumes that one knows the highest frequency

present in the data and can sample at an appropriate rate to prevent

the higher frequencies from aliasing the lower frequencies. Since a

basic linear system is assumed, the output spectrum will be limited to

the same range as the input spectrum.

Once the proper choice of sampling rate is used, the aliasing

will be reduced to effects which occur from noise in the data. If

analysis of input and output spectrum show aliasing still to be a

iP
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problem (i.e., due to nonlinear effects, buffetting, aerodynamic

noise, etc.) then a low pass anti-aliasing filter and higher sample

rate should reduce aliasing effects.

Window Effects

Another problem which arises in the method of frequency

transformations of sampled data is the fact the input and output

signals are not periodic (we are dealing with "random" inputs). The

fact the signals are not periodic cause an effect known as "leakage".

If 20 sec of data are analyzed, the effect is as though one is

looking at data through a 20 sec long rectangular window and

neglecting everything which happened before the window started and

everything which happened after the 20 sec window stopped.

In essence, multiplication of the data with the window in the

time domain produce a convolution of the Fourier transform of the data

window W(0), with the Fourier transform of the data X(&).

Unfortunately, the rectangular data window has many undesirable

features in the frequency domain. Namely, its flat top shape results

in a multilobe shape in the frequency domain. This multilobe shape

will allow energy to appear at these lobes (side lobe), thereby giving

the impression that nearby frequencies are present when in fact they

are not.

Consider the examples shown in Figures 5, 6, and 7. Figures 5

and 6 show periodic and non-peroidic signals. Figure 7 shows a signal

which is periodic in the window O-T sec. Upon transformation to the

frequency domain, the positive frequencies would appear as shown.

As expected, the transformation of the 2sin3t waveform into the

12



T 2T

Figure 5 Periodic Signal in Window

Figure N Non-Periodic Signal in Windo-w

13



SAMPLING INTERVAL

2SIN3T

TIME (SECONDS)

2

AMPLITUDE

FREQUENCY

Figure 7 Transformation of Periodic Signal



In
frequency domain shows that the only signal present is at 3 rad/sec.

Now consider the signal of Figure 8. This signal is not periodic in

the T sec window. Notice that the 3 rad/sec signal does not appear as

a single spike at 3 rad/sec but rather is smeared from about 2.5 to

3.5 rad/sec. Thus "leakage" has occurred through the side lobe of the

* data window w(t) because the data signal was not periodic in the

window.

In aircraft frequency response analysis, virtually all of the

signals (input and output) will be non-periodic, and therefore, one

must account for leakage or else the frequency spectrum will be so

• .- smeared as to make frequency analysis impossible. The only other cure

for the leakage problem is to take an extremely long sample size-with

the limiting case being no leakage with an infinitely long window or

sample size.

Window Selection

The practical way to cure the leakage problem is in the selection

of a data window other than a rectangular window. The method of

choosing the best window comes in analysis of each window's Fourier

transform.

If a window is chosen which has a very narrow main lobe and

@, virtually no side lobes, then the data can be passed through that

window and the resultant frequency transform will not be smeared. One

-. often used window is a Hannig window. The effect of windowing is

shown in Figure 9.

Technically the data is now distorted and the effect would

corrupt the transfer function. However, since both the input and

15
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output data signal must be "windowed", this distortion of windowing is

removed in the calculation of the transfer function as long as the

same window is applied to both input and output data.

Figure 10 shows various windows and their respective Fourier

transform. The question of which window is best for this application

is difficult to answer since several factors are involved. The

"specifications" of the Hanning window are that the first lobe is 23

dB down from the main lobe and each adjacent lobe falls off at -12 dB

per octave (40 dB per decade).

Because of the presence of these sidelobes there is still some

leakage as occurred with the rectangular window. The specifications of

the original rectangular window are that the highest sidelobe is 13 dB

down from the main lobe and each sidelobe falls-off (decays) at 6 dB

per octave. Thus the Ilanning window is better than the rectangular

window and one will acheive much more accurate frequency information

if the input and output signals are passed through a window such as a

Hanning window prior to the calculation of Fourier transform.

One desires a window with a very large dB drop between the main lobe

and the first side lobe where the most leakage will take place. In addition

each successive lobe should have a healthy rate of dB drop from the

previous lobe. Otherwise there would be a minute leakage from signals

far removed from that in questioned and this minute leakage would

accumulate and distort the results.

The main lobe is also an important factor in selecting the

optimum window. One desires a window with a very narrow main lobe.

It should be no wider than the frequency resolution required for the aircraft

18
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analysis. Table 1 contains a listing of various windows and

.- -specifications. The effects of windowing are always present, and one

can almost always acheive better results by using a window other than

the rectangular window. (i.e. no windowing)

Window Parameters

The characteristics of a particular weighting scheme, or window,

depends in general on the number of data points used. As a comparison

of windows, (Ref 7), Table 1 contains a list of some pertinent

parameters based upon a sample size of 50 data points (Nf50). The 3.0

and 6.0 dB bandwidth is indicated by frequency bin widths and indicate

the points at which the gain of the shaped filter (window) is down 3

* or 6 dB. The overlap correlation is based on a correlation

- computation given in Ref 7 and is a relative measure of the degree of

-Z correlation between random components in successive windows as a

function of the amount of overlap.

Another very good example of the effect of windowing data is to

examine a signal which consists of only two frequencies. One

. frequency is dominant, the other is 40 dB lower in signal strength but

is located very close to the dominant signal. The effects of various

windows are shown in Figure 11.

*Thus, the type of window of filter shape chosen for the frequency

transform of the time data has a significant impact on the detection

. of a weak signal located close to a strong signal. Good detection of

* these weaker signals comes from using windows or filters which have

low sidelobe levels. However a characteristic of these filters is

20
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that as the sidelobe level goes down (less leakage) the mainlobe gets

wider (poor frequency resolution).

In the work presented in here, the Blackman window was used to

filter the input and output signals. The Blackman filter is easy to

implement in the time domain (one line in a Fortran program) and has

very good specifications in terms of sidelobe, sidelobe fall-off,

scalloping loss, etc.

The Hanning window is typically used in linear system testing;

namely vibrational analysis. The reason the Hanning window is popular

is that its specifications are generally adequate for most

" applications and, it is very easy to implement in either the time

- domain or the frequency domain. Users of the Hanning window find it

convenient to transform input and output signals into the frequency

domain and then remove the leakage effects by smoothing the frequency

data with the Hanning filter. Because of its simplicity and

versatility the Hanning filter has been "hard-wired" into frequency

analyzers-devices specifically design to perform very high speed

spectrum analysis and identification. It should be noted however,

that the selection of the "best" window or filter for most purposes

assume a single pass of the entire input and output signals to

calculate the various frequency functions Gx, Gy, Gxy, Hxy, etc. In

reality, when the data is sectioned, processed, and averaged to obtain

* -.- results then the apparent advantage of one window over another may be

lost in the averaging (Ref 9).

7 *:". 23

, - - - .- . . ° • ,.. . - . " - . - . - . ." °- . • - ° - . . . . . . . ° . -. ." . ... * ° -. . . .. . . . .



-- . -J

III. FAST FOURIER TRANSFORMATION

Introduction

The mathematical foundation used in the frequency analysis of

flight test data is the Fourier transform. As shall be shown, the

Fourier transform is an integral part in the calculation of input and

output density functions, (Gx, Gy), cross correlation function (Gxy),

and the actual frequency response function (Hxy). The Fourier

transform can be used for characterizing linear systems and for

identifying individual frequency components of a continuous waveform.

(see Figure 3).

A very good interpretation of the Fourier Transform is given by

Brigham (Ref 5). The Fourier transform, in essence separates the

waveform into a number of sinusoids at their respective frequencies.

The sinusoids can be summed to return the original waveform. The

Fourier transform is represented by the sinusoids. The time domain

signal gives amplitude and time information about the signal whereas

the frequency domain give amplitude and frequency information. The

Fourier transform is given by:

- (&4)= x(t)e-J227W tdt (1)

where x(t) -waveform to be decomposed.

0 and X(g) = Fourier transform of x(t)

In the case of flight test data, one does not have a mathematical

expression representing the input signal. In other words, no

expression exists which can be substituted into (1) to calculate the

Fourier Transform of the input (or output) signals. Instead the input

'.2
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and output consist of a sequence of samples of measurment transducers,

taken at a reqular interval, e.g. every .05 seconds. Thus instead of

a continuous signal there is a series of sampled data points. If a

total of N of these sample data points are obtained, each taken at T

seconds apart (i.e. T = sample interval), then the Discrete Fourier

transform is given as:

N-IX(n) =/N - x(k)e- j2lfnk/N n=0,i,2,3,4,5 ....... N-I (2)

k=O

The resulting Discrete Fourier transform, X(n), of the signal x(k)

will contain both a real and an imaginary part.

An N-point series in the time domain will transform into an N/2

point series in the frequency domain as the last N/2 points will be

nothing more than the mirror image (the minus frequencies values) of

the first N/2 points. The Digital Fourier transform (DFT) as shown in

(2) can be rewritten in the form:

N-I

X(n) - 1/N Z x(k)Wkn where W = e- 2 j/N (3)
k-O

The direct calculation of (3) require the solution of a matrix of
.4

terms,

[X(n)] - [wkn] [x(k)]

or if the matrix notation is expanded, using a sample size of four;

X(O) 1 1 1 1x(O)
X(1) I I w 1w x(I)

X(2) I W2  W0  W2  x(2)

X(3) 1 W3  W2  WI  x(3)

Fourier Transform Points matrix made of x time series
(i.e. frequency data) e-j2 /N terms data

e
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The matrix of e- j2 1T/N terms makes use of the relationship Wnk

i kmod(N

Wnkmod(N). nkmod(N) is the remainder after division of nk by N. Thus

if N=4, n-2, and k=3 then W 6 = W2 . (e-J 3 V=e-J'T) To perform the

matrix multiplication shown would require 16 complex products and 16

complex additions. Or in general for N data points, N2 complex

*'-- multiplications and additions would be required. Cooley, Turkey, and

others (Ref 5) have shown that it is possible to make efficient use of

the symmetry present in the above matrix to reduce the number of

calculations dramatically. These methods of computing the DFT are

V called Fast Fourier Transforms (FFT). Whereas an N point sequence

would take N2 calculations using conventional DFT's, the same sequence

could be calculated using FFT techniques with only (N2)log2 N

computations. Or;

N= 1024 DFT requires 1,048,576 complex multiplications

N= 1024 FFT requires 5120 complex multiplications

Figure 12 reflects these results. Thus the FFT greatly reduces the

amount of processing time required to transform large amounts of data.

For N=2 r , ( Y integer), the FFT algorithms are simply a

@procedure for factoring an N x N matrix into 1 matrices each of which

are also N x N. The Y matrices, will be highly symmetric and

contain an extremely large number of zeros. FFT algorithms make use

of this symmetry, the large number of zeros in the matrices, and the

fact that certain patterns are even present for the data in "bit

reversed" order to reduce the number of calculations involved. A

number of FFT algorithms are available for performing a rapid DFT. A

modification of an algorithm suggested by Brigham (Ref 5) is employed

26
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in the FFT Fortran subroutine shown in Figure 13.

Processing Real Data

To employ the subroutine of Figure 13, it should be recalled

that the Fourier transform requires a complex input signal and

therefore both a real and imaginary portion of the waveform must be

- ." provided. Real inputs signal should have their corresponding imaginary

parts set equal to zero. However this approach is wasteful of both

"* computer time and space. In the actual calculation of the transforms

of input and output time series, one can compute the FFT of both
4-

signals simultaneously by inserting one signal into the imaginary

component of the other, transforming, and then unscrambling the

results. For example, if x(k) is the input signal and y(k) is the

* ." output signal, where the input and output signals are real signals,

then one normally would set the imaginary part equal to zero and then

use the FFT subroutine. But a new function, z(k), can be created such

that

z(k) = x(k) + j y(k)

Through the use of the linearity property of the Fourier

transform and by decomposing frequency signals into their real and

imaginary parts, it can be shown (Ref 5) that the input and output

signal can be recovered in the transformed state by the following;

X(n) = (R(n)/2 + R(N-n)/2) + j (IM(n)/2 - IM(N-n)/2)

Y(n) - (IM(n)/2 + IM(N-n)/2) - j (R(n)/2 - R(N-n)/2))

where Z(n) - R(n) +jIM(n)

"; Thus since both the input and output signals are real, they can be

transformed at the same time with virtually a 50% savings in

28

.1*



C
CSUBROUT INE FFT CALCLATES THE FOUR IER TRPINSFORMa C OF THE I NPUT AND RESPONSE S IGNALS

C
SUBROUT INE FFT (XREL X I MG. N, .J)

DIMENSION XREALCN). XIrlPG(N)
C ARRAY XREAL CONTAINS REAL PART OF TRANSFORMi
C ARRAY XIMAG CONTAINS IMAGINARY PART OF TRANSFORM
C INPUIT DATA IS DISTROYED
C N IS NJIBER OF DATA POINTS (INTEGER POWER OF 2)
C NUJ IS POWER OF 2 SUCH THAT N-2**NU

C J +1~ GIUES FORWARD TRANSFORM (-l GIUES INVERSE)
N2 -N/2
NJ1 -NU-2.

DO 100 L-l.NU
102 XO 101 I*1.N2

ARG-G. 2S318S*P/FL0AT(N)
C-CCS(ARG)
S-S IN(ARG)
KI-K+l
KlN2-K1+N2
7REAL.XREAL(XlN2)C+IG(KIN2)*S
7:MG-x'MAGKN2tC-REL(1lN2)S

4 \REA..(KlN2) -XREAL(K1 )-TlREAL

)REAL(K1)-XREAL(K1 )*TREAL
XIr!G(K ) -XIMAG(K1 )4TIrIPG
K -K+ 1

101 CONTINUJE
K -K+N2
IF(K .LT. N) GO TO 102
K(-0

N2-N2/2
100 CONTINUIE

DO 103 Ku1.N

IF (I .LE. K) GO TO 103
TREAL-UXEL(K)
TI AG-X IMAG (K)
XREALM()'XE1L( I)
XIMAG(K)-XI!'PG( I)
XREALMI)-TREAL
XIMAG(lI)-TIMAG

103 CONTINUE
IF (J .EQ. -1) J-N
DO 104 Iw11 N
XREAL ( I ) -XREAL ( I ) J
XIrpG(I-XIAG( I)/J

RETUJRN
END

C
C FUNCTION IBITR PERFORMS BIT REVERSING FUNCTION

FUNCTION IBITR(J.NU)
J1.J

* I BI TR-0
DO 200 I-lW
J2-J1/2
IBITR- IBITR*2+(J1-2*J2)
Jl-J2

200 CONTINUE
RETURN
END

* r 'rl

29
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U computational time. The only penalty is the unscrambling routine

" . which must be employed to separate the two transforms. This concept

was used in the the software developed for this project.

30
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IV. FREQUENCY ANALYSIS PARAMETERS

Introduction

To analyze a system in the frequency domain, several parameters

are required. One needs to generate the Power Spectral Density (PSD)

of the input and output signals. The PSD of the input, Gx, is

important as it allows one to examine the frequency content (spectrum)

of input signal to tell at which frequencies the input signal contains

- -the bulk of its power. For proper frequency response analysis, it is

important that the system in question be excited across a wide enough

" bandwidth. Likewise a plot of the spectrum of the output signal, Gy,

or PSD of the output would show the magnitude of the frequencies found

in the output.

Quantities to be calculated in the frequency response analysis

are:

I. The Power Spectral Density (PSD) of the input signal, x(t). The

PSD of the input, annotated Gx, is sometimes called auto spectral

density function or normalized power spectrum.

@1i 2. The Power Spectral Density of the output signal, y(t), is

annotated as Gy.

3. The Cross Spectral Density function (CSD) relates the input and

0 output time signals together: i.e. the output function y(t) and the

forcing function x(t). The CSD of these two signals is denoted as

Gxy, and the value of Gxy is used in the calculation of the Frequency

"* Response Function and the coherence function.

4. The Frequency Response Function, or often referred to as the

transfer function, will be denoted by Hxy.

31

.. . . .. . -. . . . , .. . *_. .. . • . •



i %2.

5. The coherence function,"i , will be calculated and is helpful in

*- analyzing systems in the presence of noise.

Armed with the five pieces of information listed above, Gx, Gy,

Gxy, Hxy, and 12, one can now provide a detailed analysis of a system

(i.e. aircraft, flight controls, etc). Below is a description of each

of the terms and how they are generated from flight test data for

this project.

POWER SPECTRAL DENSITY FUNCTIONS (Gx and Gy)

The input power spectral density, Gx, is the magnitude squared

of the complex coefficients of the Fourier transform of x(t).

Similarly, Gy, is the magnitude squared of the complex coefficients of

the Fourier Transform of y(t). For example, if the Fourier Transform

. of x(t), evaluated at a frequency -2 n/N is written as:

x(Ci) = ai + j bi

then Gx(wi) = X(wi)X*(Cii)

where X (,i) ai - jbi

2 2Therefore Gx( i) -(ai) +(bi )  (4)

41 Similiarly, if

Y(4i) = ci + Jdi

then Gy(Wi) = (ci)2 + (di? (5)

*, The power spectral density is an easy way to examine a waveform to

determine what frequencies are present and in what magnitudes. Since

the analysis of aircraft flight control systems are generally most

concerned with the frequency range of 0.1 to 10 rad/sec, one needs

to examine the PSD of the forcing function x(t). Satisfactory results

U 32



may seemingly be obtained from an unsatisfactory flight control system

but close examination may show the flight control system was never

excited in the frequency range where the problem exists. If one

expects a problem near say, 9 rad/sec due to insufficient damping, and

yet the input shows very little frequency content near 9 rad/sec

occurred, then the pilot and the engineer might otherwise deduce that

control is adequate in that frequency region.

Cross Spectral Density Function

The Cross Spectral Density function, Gxy, requires the Fourier

transform of the input x, and output, y. As before, if

X(6i) ai + jbi and

Y(&i )  ci + jdi

then Gxy is defined as the cross conjugate product or

Gxy(pi) (ai - jbi)(c i + jdi)

expanding: Gxy(&i) = (aici + bidi) + j(aid i - bici)

In the software designed for this project, the real part of Gxy is

designated P and the imaginary part is designated Q. Therefore;

SPI~ P aici + bidi

Qi aidi - bici

or Gxy(Wi) Pi + jQi

Since Gxy is a complex number, it contains both magnitude and phase

33
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information, given by:

magnitude of Gxy(&i) = IGxy(ci)j (Pi2 + Q.
2)1/2

phase of Gxy(g.i) = y tan-l(Qi/Pi)

Thus one can calculate the magnitude and phase of Gxy at any

frequency, C)i. The importance of this magnitude and phase

information is shown below.

Frequency Response Function

The Frequency Response Function, Hxy(&oi), is depicted by Figure

14. The frequency response function relates the input to the output

in the frequency domain, and is defined as Hxy(ei) fY(=i)/X(wi).

O The frequency response function is simply the Fourier transform of the

impulse response function. Note that by using the previous

definitions of Y and X:

Hxy(Ji) = (ci + jdi ) / (ai + jbi)

Since Hxy is a complex quantity, one can calculate its magnitude

and phase. Multiplying the numerator and denominator by the complex

" conjugate of the denominator, one obtains:

Hxy (ci +Jdi)/(ai + jbi) * (ai - jbi)/(ai - jbi)

;" 2 +b2 )

S Hxy - [(aicd + bidi) + J(aidi - bici)] / (ai + bi

Therefore the phase of Hxy is:

S ,xy tan-1 (aidi bici)/(aici + bidi)

Note that this is exactly the same expression obtained for the phase

* 34
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of GxY. The magnitude of Hxy can be found as follows:

Magnitude of Hxy- (c 1
2 + di2)2 / (a12 + b 2)1 /12

- (Gy)1.12 / (Gx)1/'2 (7)

This can be related to Gxy by expanding Gxy in terms of

1', b1, ci, and d.

Magnitude of Gxy (P 2 +Q21/

[(aic1 + b d1 ) 
2 +(aid, bici)2 ] 1 / 2

[(aici)2 + 2aibicidi + (bidi)2 +(aid1 )
2

-2aib cd 1 + ( /

=[(aici)
2 + (bdi) 2 + (aidi)2 + (b)2 1/2

a= a 2 (c1 + di)
2 + b 2 (c1 + d) /

=[(a 1
2 + b1

2)(c1 + d

By equations (4) and (5), the product terms are Gx and Gy, and therefore

Magnitude Gxy(wi) =[Gx(&si)Gy(.Ji)I1/
2

dividing both sides by Gx:

Magnitude of Gxy(.iji)IGx(t01) -Gy(bj) 1/
2  /Gx(i)1/' 2  (8)

But since this is exactly the expression for the Frequency Response

function, Hxy, as given in (7), Hxy(w1 ) =jGxy(wi)l /IGx(Pi)l

Thus there is no need to directly calculate the frequency response
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function by use of (7). Instead the magnitude of the frequency

response function can be obtained from the ratio of the magnitude of

Gxy and Gx. The phase angle of Hxy is simply the phase angle of Gxy.

The processes for the calculation of PSD, CSD, and Frequency Response

functions are shown in Figures 15, 16, and 17.

NOISE REDUCTION TECHNIQUES

The major source of error in the frequency response plots comes

from high frequency signals corrupting the data because of the

* aliasing phenomenon and from the many sources of noise. Noise is

*. present in the input and output signal measurement. Noise is also

introduced in the digitizing process and is a function of the

resolution of the measurement sensors.

For this program the coherence function was used to provide

information to the user at which frequencies the response was least

corrupted by noise. In addition, a noise reduction algorithm was added

to the basic frequency response program to reduce the effects of

noise. This technique and the coherence function are described below.

With the transfer function measured using the method previously

discussed, the coherence function denoted ( ) can be computed. The

coherence function, is defined as;

2 (response power caused by applied input)

(measured response power)

Ideally in the absence of noise the coherence function would be unity.

When the measure response power is greater than the measured input

power, e.g. because of some extraneous noise source is contributing to

the output power, then the coherence value will be less than one.
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i This will be the case for those frequencies where the noise source

adds power to the response signal.

Therefore the coherence function can be used to indicate the

degree of noise contamination in the transfer function estimation.

Because flight test data will inherently be corrupted by noisy

measurements, the evaluation of 1 for the frequency range 0.1 to 10

rad/sec is extremely valuable. Figure 18 shows an example of the

noise problem. Since one is most interested in identifying modal

parameters from measured transfer functions, the variance of the

estimates of those parameters is reduced in proportion to the amount

of noise reduction in the measurements.

From Figure 18, one can compute H(w) from the measured and

transformed signals X(4) and M(ua). H(ta) is defined as the ratio

Y(tm)/X(O). Thus;

4 LM(w) = H(o)X(#) + N(t) or simply M=HX + N

The input power spectrum is Gxx and is defined as Gxx - XX

,
where denotes the complex conjugate of the transform. The cross

. power spectrum is Gmx - MX* (HX + N)X = HGxx + NX

Consider averaging the quantity Gmx. The average value of Gmx from n

different measurements is Gx = 1/n Gmx(i) where Gmx(i) is the ith

measurement taken. Therefore Gmx = HGxx + NX = HGxx + Gnx.

Likewise Gxx and Gnx are defined in a similar manner. Therefore the

actual frequency response of the system is given by;

Hmx - (Gmx/Cxx) - (Gnx/Gxx)

notice that as the number of averages grows larger the noise term is

reduced and the ratio Gmx/Gxx more accurately estimates the true

41
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transfer function. A similar analysis is presented in Ref 6 and 12

for the frequency response of structures.

Figure 19 shows a frequency response of roll rate to stick force

for a YA-7D (Ref 10). Figure 19 contains no averaging techniques and

notice how at the higher frequencies much uncertainty exists as to the

exact nature of the magnitude and phase information. Notice

especially how the phase information is adversely affected by noise.

Figure 20 is a frequency response plot of stick force to roll rate

using the same data as was used to generate Figure 19. The programa
used to generate Figure 20 used the same basic techniques as the

program used to generate Figure 19, however instead of examining a

single 512 data point sequence, the program divided the 512 data

points into seven 128 data point segments as shown in Figure 21.

While some frequency resolution was lost using this technique,

the resolution was still high enough for aircraft parameter

determination. More importantly, the averaging of the seven segments

of data significantly reduced the scatter of the magnitude and phase

curves especially in the lower range of frequency. This technique has

now provided usable magnitude and phase information in the frequency

range of interest, namely 0.1 to 10 radians per second. Larger sample

sizes with even more segments would reduce noise even further. Notice
O

that even with average techniques the curves are not usable beyond

about 15 radians per second. This is due to the aliasing problems

described earlier. It is also a function of the sampling rate.

Engineering experience shows that reliable frequency information is

not achieved at the Nyquist limit of 2 samples per cycle. Useful

43
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information may not be obtained in some cases until at least five

samples per cycle occur. In the case of a 0.05 second sample rate (20

samples per second), the maximum usable frequency of five samples per

cycle occurs at just below 21 radians per second. Figure 22 is a plot

of the Coherence Function (1) for the data used to generate Figure

20. The Coherence function has been scaled by a factor of 20

therefore frequencies having a gamma squared value of 20 indicate very

good correlation between input and output (no noise). Figure 22 shows

that above 10 radians/second the gamma squared or coherence function

begins to fall significantly indicating poor correlation between input

and output (noise). The gamma squared function is determined by:

' = Mag Gxy2 / (Mag Gx * Mag Gy)

Plotting Programs

To make a quick look examination of the input or response time

histories, a program called PLOT was written which displays to the

Test Pilot School user on the terminal the data string. The plot

program is excellent for determining the quality of the time history

(excessive noise, low frequency content, wild points, etc)

The frequency response information from the program FRAN

(FRequency ANalyzer) is placed into files called BODE.DAT (magnitude

and phase information), GX.DAT (power spectral density of input), and

GAMMA2.DAT ( '1or coherence function). This information is then

plotted on semi-log graphs using a modified Test Pilot School plotting

routing called BDEPLT. The computer processing for all program is

done on the Test Pilot School PDP-11/34 computer. Hard copy plots are

produced on a Gould electro-static plotter.
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SIMULATED FLIGHT TEST DATA

To verify the FRAN program which performs the frequency

analysis, it was desired to test the program not with actual flight

test data but rather with simulated data. Several programs were used

to generate the simulated flight test data. Program F410 is for an

F-4 at 55,000 feet and mach number of 1.8 M. Program F45 is for an

F-4 at 35,000, 0.6M, and F89 is for an F89 at 20,000 feet 0.7M. The

programs are all identical except for the respective A and B matrices.

* Each program solves the basic equation:

x(t) - Ax(t) + Bu(t)

where x = state vector

u = control vector

a solution of the above is expressed as:

• " t
X(t) eAtx(0) +f eA(t-r)Bu(-r)dl-

0

If t = kT (discrete time intervals)

", kT

x(kT) - eAkTx(O) + k A(kT -1)Bu(-)d
0

for the case of k-n2,

x(2T) - e2Tx(0) + f eA(2T - )Bu(O)dl- + + 2A(2T-)Bu(T)d-f-
0 0

it can be shown that

e ATx(0) e eAx[(k-1)T]

so in general and using the identity matrix I:
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x[(k+t)T] eATx(kT) + A-l(eAT- I)Bu(kT)

eAT was replaced by a series expansion and approximated by the first

four terms:

"- AT22 33

eAT"f [I + AT + A2 T2 /2! + A3 T3 /3!

giving;

X[(k+l)T] [ AkTk/k!]x(kT) +[ 7 AkTk+I/(k+t)!]u(kT)
k=O k=O

which was the basic equation solved in all the programs which

generated the simulated flight test data. The program source code is

Fortran and the program F410 is shown in Appendix B. Figure 23 shows

the flowchart for generating the simulated flight test data.

PROGRAM FEATURES

The program requests the amount of output (time) from the user.

The program also requests the sampling rate (i.e. 0.125 seconds per

sample). Typically output time and sampling rates were chosen to

provide a convenient amount of data for the frequency response program

(FRAN) (i.e. 512 or 1024 data points).

While the program generates output at the sample rate requested

by the user, it's step size, T, between output can be made smaller at

the discretion of the user. The value of T was typically 0.01 seconds.

The program was designed with A and B matrices representing the pitch

axis. The output of this program was the change from equilibrim of

pitch rate (q), pitch angle (0), velocity (u), and angle of attack,

( ). An example of the output is shown in Figure 24. Data files
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. .(i.e. VELOCITY.DAT) are created for each of the program's outputs.

PROGRAM FRAN VERIFICATION

To verify the frequency response program (FRAN) the program was

run with the simulated flight test data generated from program F410.

(F-4 at 55,000 feet and 1.8M). The F-4 at this flight condition is

known to have a short period natural frequency (to sp ) of 4.84 rad/sec

and a short period damping ratio (5sp) of 0.06. The input for the

F410 program is elevator deflection (ie). A "random" input signal

was created by arbitrarily hand drawing and digitizing an input

signal.

Simulating a system which provides output eight times per second,

a sampling rate of 0.125 second was entered alon& with a request for 64

'... seconds of output. This combination generated 512 data points which

is an integer exponential of 2 (a requirement of the FRAN program).

The input signal (512 points of ; e) along with a simultaneous response

- -" signal (512 data points of velocity changes (u), were used as the

signals to be frequency analyzed by the program FRAN. The magnitude

and phase information created by the program FRAN were plotted. This

plot is shown in Figure 25. Note that Figure 25 shows a lightly

damped short period to exist near 4.3 rad/sec and the DB increase at

this frequency of 10 DB along with the 180 degree phase shift,

- indicates an equivalent second order damping ratio of about 0.06.

This identification of a short period mode by frequency and damping

ratio is in very close agreement with the actual values indicating the

frequency response program FRAN did in fact work properly. These

values were also in close agreement with the eigenvalues determined
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from the A matrix which generated the original simulated flight test

data. The improper increase in the curve at the higher frequencies

-- (above 10 rad/sec) appears to be a function of poor phase information

due to so few sample per cycle and a function by which the response

signal is generated in the program F410 (not truly a simultaneous

input and response signals). This phenomenon was confirmed by

increasing the sampling rate to 20 samples per second. In this case

the phase increase was still present but a a much higher frequency-

outside the frequency range of interest of 0.1 to 10 radians/second.

0
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V. LOWER ORDER EQUIVALENT SYSTEM DETERMINATION

Once the frequency response plot were determined using the

frequency analysis methods of the program FRAN, the next step was to

develop a means of reducing the complex, nth order, pilot-in-the-loop

aircraft responses to a lower order equivalent system (LOES).

Background

Lower order equivalent systems allow the engineer to compare the

responses of a mth-order aircraft to a n-th order aircraft by reducing

both systems to a common order. For example, responses of the pitch

axis would likely be reduced to 4th order (phugoid and short period

modes) or even just second order (short period only). Responses in

the roll axis would likely be reduced to a 4th order (spiral, dutch

roll, and roll mode) system and may be reduced as low as a first order

(roll mode only). Lower order equivalent system also are becoming the

basis by which aircraft will be compared to the requirements of the

S' ,new MIL-SPEC (Ref 8). The program which was developed for the

O4 United States Air Force Test Pilot School, provides a "hast fit" of

the actual flight test frequency response data to virtually any

transfer function the user may desire. For the pitch axis, the most

O, common LOES used was

K9  [s + (l/T@)]e-Tds

s s2 + 25s6p s + 0 sp 2
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U. response and response produced by the LOES. A subroutine calculates a

gradient and a gradient search begins to minimize the error. A

* scaling rule is incorporated to improve search convergence, and a

constraint is placed in the search to insure model stability during the

search.

The software which was developed for this lower order equivalent

system fit utilized subroutines developed at tne Lewis Research Center

by Robert C. Seidal (Ref 13). The subroutines were designed to be

used with a program which was designed to fit various transfer

function models to given experimental frequency response data. Because

of the sophistication of the subroutines and gradient calculation, it

was determined that use of the subroutines might provide a good means

of determining lower order equivalent system fits for flight test

Sdata.

Program Formulation

The lower order transfer function provided by the user is matched

to actual frequency response over a range of frequencies provided by

the user and is typically in the range of 0.1 to 10 rad/sec. The

actual frequency response is expressed as a complex number A(waej W

. where A is the magnitude andQ is the phase. The lower order

* equivalent model transfer function G(jw,b), where b is a vector of

parameters supplied initially by the user. The cost function J(b) is

defined as
i-D

J (b) = f [ G(j"b) - A(ia) ejW (I) ]2 d") (C. frequency)

0

To make the above equation suitable for the computer the following
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where osp= equivalent short period natural frequency

-sp equivalent short period damping ratio

Td f equivalent time delay

K0  gain

For the lateral-directional axis the most common LOES system was

P K p (0) [ o' 0o] e-Tds

.'.- ' ~ 'Fs (Ts) i r dr, WOdr]

where 'r = equivalent roll mode time constant P = roll rate

-.dr equivalent dutch roll natural frequency F f stick force

Sdr = equivalent dutch roll damping ratio K = roll rate gain

* Td = equivalent time delay T s = spiral time constant

w ] = damping ratio and natural frequency of quadratic term

For many applications in the lateral axis, such as the DIGITAC HAVE

*DELAY project (Ref 10), the LOES was simplified to a first order

system with time delay which provided good results. The LOES used

was;
P K eTds

@4 Fs  (s + '/'r)

where K gain

Td equivalent time delay

1/1'r pole location corresponding to the roll mode time

constant

The method of determining the best fit of a equivalent system

transfer function to frequency response data uses a program which

determines a cost function which is the error between actual frequency
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approximation was used.

J(b) = 1/22 [G(j&;i,b) - A(&l)eJO( i)]2 (Oi+ 1 -i

i=l

where Nd = number of data points.

The choice of the frequencies for the data is important. If the

frequencies are improperly chosen, the value of the error at a

particular frequency could have a disproportionate effect. In certain

cases it is desired to favor a close fit between the model and the

4| plant over a portion of the frequency range. For handling qualities

evaluations where this program is most often used, the range of

frequencies used was either 0.1 to 10 radians per second or 1 to 10

radians per sec. Probably the best spacing method is to use evenly

spaced frequencies from a logrithmic scale.

Lower Order Equivalent System Transfer Function

The transfer function provided by the user as the LOES or the

"model", is expressed as a product of a number of different factors.

np - nq
4 G(s,b) = gm(s,b)t m = 1,2,3,4,6,8 (9)

i-

where gl(s,b) s S/bik + 1 zero (10)

g 2 (s,b) - b 2  gain (11)

g3 (sb) - (s/b3k + 1 )1 pole (12)

j g4 (s,b) - [(s2/bsk)2 + 2sb 4 /b5 + 1] quadratic zero (13)

g6 (s,b) s /b7k + 2 sb6k/b7k + 1] 1  quadratic pole (14)
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The fcosoeqain(0,(2,(3,ad(14) are repeatable in

eqain() h lmns ftebvco r h zeros bik, the

gain b2, the poles the quadratic zerodampingratios b4k, the

quaraiczeo atra feqenie bk' h udai pole damping

raisbk h udai ol aua rqece 7k and the lead

or lag time b8. The number of gm(s,b) factors in the transfer

function is the number of parameters in the b vector (np) minus the

number of quadratic factors (nq).

GRADIENT CALCULATION

The gradient of J(b) is required by the gradient search routine

* -to find the parameters of b which minimize J(b). If parameters are

not scaled, many searches will not converge. Gradient search

techniques generally require parameter scaling to obtain efficient

search convergence. For this program, a scaling law was incorporated

such that parameters tend to have equal influence. Each parameter was

* .- scaled by its own magnitude. The gradient calculation and scaling

* .routines were provided in a subroutine by NASA. Large changes in the

certain values of the b vector during the search may cause a jump

across a relatively narrow error boundary. The subroutine prevents

values from crossing zero by constraining values as they approach zero.

Parameters about to cross zero are assigned a very small value on the

- . same side of zero. This prevents changes between right and lef t hand

plane zeros, and it prevents changes between lead and lag time

exponent ials.
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PROGRAM MECHANIZATION

A complete listing of this program is contained in Appendix B.

The main program asks the user if he wishes to use hand entered data

or data from a file called FREQ.DAT. Should the user desire to hand

enter data, the file FREQ.DAT is automatically created for later use.

The program then asks the user to input the LOES transfer function

which is to be used for the frequency matching. Up to 15 parameters

in the model are available. The user inputs starting values for each

of the parameters in the model. Once the LOES transfer function and

the starting values have been entered, the user is offered a menu of

programming instructions. The menu is: INSTRUCTIONS? I=SEARCH

2=NEW FREQUENCY DATA 3= NEW TRANSFER FUNCTION 4= PRINT AND SAVE

RESULTS 5 - STOP. Instruction 1 causes the search routine to begin

and the best fit LOES is determined. Instruction 2 allows the user to

re-enter or change frequency data. Hand entered data is inputted by a

frequency list, and the corresponding amplitude and phase. Amplitude

is given in dB's and phase is in degrees. Instruction 3 reinitializes

the program to the point of entering the transfer function.

Instruction 4 prints out the frequency response of the LOES after the

best fit has been accomplished and also stores the results in a file

called "RESULTS.DAT". Instruction 5 stops the program.

The program output contains the value of the cost function (F),

the number of times the cost function was calculated, (KNT), the final

* - parameter step size (size), and the program also contains information

S-as to whether or not the search converged or encountered an error.
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Chapter VI contains examples of the use of the program LOES with

the Frequency Response Data generated from flight test.
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VI. RESULTS OF FLIGHT TEST

Introduction

This chapter presents the partial results of a flight test project

which incorporated the frequency response methods and Lower Order

Equivalent System fit methods presented in this paper.

A project called HAVE DELAY (Ref 10), was conducted by selected

members of USAF Test Pilot School Class 84-B. The objective of the

Have Delay Project was to investigate the combired effects of

equivalent time delay and roll mode time constant on the lateral

handling qualities of fighter aircraft. The test aircraft was a YA-7D

DIGITAC which was a modified A-7D. The major modification to the

DIGITAC aircraft from the basic A-YD is that the analog control

augmentation system (CAS) was replaced by a digital control

* augmentation system (DCAS). The aircraft was also modified with a

Yaw, Angle of Attack, Pilot-Statics System (YAPS) head mounted on a

flight test nose boom, and sensitive flight test instruments. The

testing was conducted in the cruise configuration with 6 mAU-12B/A

pylon racks, an instrumentation pod mounted on the right inboard

station and an Inert MK-82 mounted on the left inboard station to

maintain weight and drag symmetry.

The test was conducted at 15,000 feet (pressure altitude) and

involved tracking a target aircraft which was maneuvering at 2.5 g and

* 350 KIAS. The test was conducted in accordance with the limitation

specified in the HAVE DELAY Test Plan, the A-7D Flight Manual, and

AFFTC Regulation 55-2 (Ref 11, 2, and 1).

Twenty test sorties totaling 30.5 hours were flown between 2
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April 1985 and 8 May 1985 at the Air Force Flight Test Center (AFFTC),.

Edwards AFB, California.

The test objectives were designed to evaluate fighter type

aircraft. Specifically the objectives were:

1. Correlate lateral handling qualities ratings (Cooper-Harper) to

various changes in equivalent time delay in the lateral axis.

2. Correlate pilot handling qualities ratings to changes in

equivalent roll mode time constant.

3. Correlate pilot ratings with equivalent bandwidth.

To accomplish the objectives of the Have Delay test program a

method of determining the Equivalent Parameters was needed as the

Test Pilot School had no means of performing frequency analysis on

*flight test data. The method used was to incorporate the frequency

response software (FRAN) and the Lower Order Equivalent System fit

software (LOES) previously described and develop for this thesis.

Test Article Description

The A-7D is a single engine, single place, transonic light

surface attack aircraft manufactured by the Vought Aeronautics

Company. The A-7D is powered by the Allision TF41-A-1 non-afterburing

turbofan engine. A complete aircraft description is contained in the

*Flight Manual (Ref 2) and the Partial Flight Manual (Ref 4).

Test Instrumentation and Data Reduction

Flight test data was recorded by an on-board magnetic tape.

-. ". Flight test data was also displayed real-time on ground based strip

charts via a Telemetry system (TM). Stick force and roll rate time
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histories were examined for noise and wild points and if found

suitable were then used as the input and response signals for the

frequency response analyzer program (FRAN).

Test Methods and Conditions

An A-7 aircraft was used to provide a maneuvering target for the

DIGITAC aircraft to track. The maneuvering performed by the target

was a "canned" maneuver and did not vary from test point to test

point. Project pilots were given an unknown combination of lateral

time delay and roll mode time constant. Each pilot then aggressively

tracked the maneuvering target and provided a handling qualities

rating for that configuration.

The frequency analyzer program, FRAN, provided a means of

examining the frequency content of the pilot's stick force (PSD of Fs)

to ensure the target was being aggressively tracked and to ensure the

aircraft dynamics were being adequately excited throughout the

frequency range of interest (out to 10 rad/sec). Figure 26 shows the

power spectral density of the input signal, stick force for two such

configurations. The first configuration being tested in Figure 26 is

for an equivalent roll mode time constant of 0.25 seconds and a

equivalent time delay of 150 ms. The other had a 0.50 second time

constant and a time delay of 75 ms.

Figure 27 shows the frequency response information (BODE plot)

for roll rate to stick force for configuration HD-O00-050. In all, 27

different test configurations were evaluated (i.e. 27 different

combination of roll mode time constant and time delay). To analyze
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the results, 27 different frequency response plots were generated.

- From the data created to make these plots, the lower order equivalent

system fits were made.

Examination of Results

In producing accurate lower order equivalent system fits to

actual aircraft response, two main requirements must be met. First

the frequency response results must accurately represent the aircraft.

*- Secondly, the LOES fit must sufficiently fit the flight test data.

The accuracy of the frequency response methods are dependent on the

length of the time history used, data sampling rates, noise reduction

techniques, window filter design, and the amount of noise present in

the flight test signals. (see chapters 2 and 4).

The accuracy of the LOES fit is simply a matter of examining the

- aircraft magnitude and phase information and comparing to the magnitude

and phase information of the lower order system. The cost function is

also an excellent tool for determining the adequacy of the fit. For

example in the Have Delay test program, the correlation between pilot

ratings and equivalent system parameters appeared to be very poorly

. defined. However, examination of the LOES fits revealed a number of

fits with excessively large cost functions. These poorly fit

parameters were removed and then the correlation between pilot ratingsSI

. and equivalent system parameters was clear and distinct (see Ref 10).

. The problem appears to be that the assumption that the data be fit

with a first order response and time delay for the roll rate to stick

force transfer function was not valid in some cases. In fact, due to

- -? the manner in which the DIGITAC software was designed, some particular
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test configuration were significantly higher order and did not reduce

well to a first order system. Figure 28 shows and example of both the

actual flight data and the LOES data generated when the flight test

data was reduce to a first order system with time delay. Figure 29

shows the raw frequency response data and the LOES frequency response

data as a comparison.
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amplitude phase

- .d sec , (dB) (deg)

0.73630 21.45400 -3S.61970
0.9682M 20. 99910 -43.SS1201. 2270 20.70940 -49.0016O
1.47600 20.50890 -52.91250
,_. 20 19.98620 -62.20370

2.45400 19.72240 -66.52180
3.19100 16.97010 -78.11060
4.17200 17.64070 -96.30300
E.15400 16.61700 -124.22000

.1360 13.9190 -155.02000

9. 0 - ii.44260 -174.55200
10,86000 7.91994 -216.28200

Frequency Response Data for Configuration HD-075-055

frequency amplitude phase

rad. sec ) (dB) (deg)

0.7360 21.26440 -23.
0.9e2e 21.08311 -30.54047
1.22700 20.612"7 -37. 7"?7
1.47600 20.60031 -44.91162
2.20900 19.68699 -64.50171
2.45400 19.35189 -70.58494
3.19100 18.31239 -e87.62411
4. 1i20 16.94656 -107.e9697
S. IS40 1S.66860 -126.20632
6.13600 14. 003 -143. 14619
8.09900 12.47462 -174.43467

10.06000 10.7964 -203.660'

Frequency Response Data for Lower Order Eq,-vaj- s.

equivalent roll mcde t" ,sr.,.rft

Te = equivalent time Ip'av
, " K e-Tds

-L LDES :_ ost Function = 27.55t64
-ain (K) 11.8972

" ' / r = 3 .0 5 9 8
:22t ms

Figttre 29 Frequency Response Data and Data for CorrespjMdinsz

Lower Order Equivalent System Fit (LUOS)

I,



VII. RESULTS, CONCLUSIONS, AND RECOMMENDATIONS

Results

A new and effective means of analyzing aircraft motion has been

introduced to the USAF Test Pilot School. These methods have been

used by selected members of the TPS during the Have Delay Test Project

(Ref 10). Aircraft motion and aircraft flight control systems can now

be examined at the Test Pilot School by using frequency response

techniques using a program called FRAN. In addition, complex aircraft

systems which have been analyzed by these techniques can now be

-. reduced to Lower Order Equivalent Systems using a program called LOES.

"The use of frequency response methods for pilot-in-the-loop analysis

*and the use of lower order equivalent systems provide the USAF Test

Pilot School with powerful analysis tools.

The main result of this thesis effort is the Test Pilot School

student now has the resources available to analyze actual aircraft

response in the frequency domain. Time histories of control inputs

and aircraft responses can be processed to produce Bode Plots such as

shown in Figure 28. Matching of actual frequency response data with

Lower Order Equivalent Systems is now available to the Test Pilot

School for a larger selection of Lower Order Transfer Functions. The

Have Delay project alone utilized the software generated for this
@5

thesis for 27 different configurations, generating 27 seperate sets of

magnitude and phase plots, power spectral densities plots, and Lower

Order Equivalent System fits.

Problems

One problem associated with the frequency response technique is
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that the method is not designed to handle non-linearities.

Aerodynamic non-linearities are kept to a minimum if the task is

designed requiring only small pertubations in angle of attack, load

factor, etc. Non-linearities would occur if the pilot re-trimmed the

aircraft during the maneuver thus invalidating the stick force time

history. The flight control system can be a large source of non-

- linearities. For example if a stick controller contains a breakpoint

with significantly different gradients on each side of the breakpoint,

non-linear effects will corrupt the analysis. Parabolic stick force

shaping would also add a non-linear contribution. Non-linear effects

in flight controls are not uncommon and frequency analysis methods

5. which attempt to account for these non-linear effects need to be

examined.

It appears that the majority of the uncertainty in the frequency

response plots generated by program FRAN can be attributed to the

- complete lack of signal processing or filtering prior to the signal

.'" being digitized. Gardenshirt, Williams, and others (Ref 15), stress

the importance of properly processing and filtering flight test data

S. . prior to use. Passing the data through a reliable low pass filter

prior to digitizing can reduce a portion of the aliasing errors. If

the original waveform was not sampled frequently enough, then the

waveform may be reconstructed or interpolated after digitizing by a

_...~-. number of reconstruction techniques, either linear or higher order

interpolation. Interpolation can also introduce a number of errors of

'S... 5omi io from the original waveform. Methods of using higher sample

ra sed upon reconstructed waveforms and use of anti-aliasing

eq 73
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filters are not in use by the USAF Test Pilot School. These

techniques need to be examined as a means of improving results of

frequency response programs (FRAN).

The manner in which the lower order equivalent system fit is

applied to the frequency response data has been shown to be an

accurate and reliable manner of determining equivalent system

parameters. However improvements are still warranted. The

Proposed Mil Handbook (Ref 8) suggests that one may wish to use a

slightly different cost function and may even want to use different

transfer functions for the LOES fits. The industry needs to

standardize the cost functions, frequency range, and transfer

functions to be used for frequency response methods.

While much improvement in noise reduction was achieved with the

use of averaging overlapping windows and the use of faster sampling

rates, the frequency response produced using the programs developed

for the Test Pilot School are still too noisy for analysis at the

higher frequencies (10-20 rad/sec). Analysis of flight controls,

especially, require accurate information past 10 radians per second

which is not currently available. Additional studies should be made

into ways of decreasing noise and aliasing effects and thus increasing

the reliablity of the Test Pilot School new frequency analysis

program.

.4
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PROGRAM FRAN
C
C THIS PROGRAM WAS DEVEOPED TO FULLF I LL THE
C REQU IREMENTS OF A MASTERS THES IS BY ALLAN T. REED
C DEVELOPED AT THE A IR FORCE I NST ITUTE OF TECHNOLOGY
C FROM 1984-65 PROGRAM USES UP TO 512 DATA POINTS
C FROM TWO SIMU1.LTANEOUS PROCESSES NO DATA PROCESS ING

* C (I.E. NOISE REDUICTION OR FILTERING) IS PERFORMED
*C BY THIS PROGRAM. DATA PROCESSING MUST BE DONE PRIOR

C PROGRAM DI UI DES RAW DATA I NTO SEPAqRATE 'WI NDOWS' FOR
C PROCESS ING THEN PERFORMS FFT ON THE WI NDOWED DATA
C FREQUENCY I NFORMAT ION I S GENERATED FOR EACH WI NDOW

* -C AND THEN ALL OF THE WINDOWED DATA IS AVERAGED
* -C TOGETHER TO MININIMIZE THE EFFECTS OF NOISE OR ALAISING

C PROGRAM OPTIMIZED BY LONG TIME HISTORIES AND FAST
C SAMPLE RATES (20 SAMPLES,/SEC MINIMUIM)
C
C A&B ARE INPUT COEFFICIENTS C&D ARE OUPUT COEFFICIENTS

DIMENSION A5I2.B12)052.2),R512),GX(512),W(512)
DIMENSION GY(S12), GXYCS12).C(Sl2).S(512)
DIMENSION AT(1024),CT(1024),PA(512),QA(Sl2)
BYTE FILEC 12)
DATA FILE/8*0, '.'. 'D's'A'5 'T'/

4r WRITE (S,100)
100 FORMAT (' ENTER NUMBER OF DATA POINTS AND POWER OF TWJO

READ(5 9 101)NNU
101 FORMAT (14)

P--3.1415926535

C INITIALIZATION FOR THE WINDOW SIZE
ND2-N/2
ND4-N/4

ND".

NUM2-UM-2
C

WRITE (S,2700)
2700 FOMAT(' E3TER DATA SAMPLE RATE IN SECONDS, I.E. OS5')

READ (S,102) SR
C

DO I LwlND2
GX(L)-O.O
GXY(L)-0.0
PA(L)-0.O
OA(L)u0.0
GY ( L)0.0

C W(L) IS THE ARRAY OF FREQUENCIES
W(L)w(L*2.0*PI )/(FLOAT(N)ZSR)
W(L)ALOG10(W(L))

I COrfTI NJE
C PROGRAM USES A MINIMUM USM OVERLAPPING WINDOW FOR FFT C.ClLINTIONS

LJIIN-0. 01
LtVAX- 100.

* WRITE (S.*200)
200 FORMT0 ENTER NAME OF INPUT DATAo DATt SDAT ')

ACCEPT 52, (FILE(I),Iol1S)
52 FORMAT(BAl)

OPEN(LtIT.NAEFILE,TYPE-'t4INOIJN')
* WRITE (S.40)

40 FORMAT(' READING IN INPUT DATA ' B NP
DO 41 1-1,N

C ARRAY AT(I) IS A FILE FOR ENTIRE INPUT DATA ARRAY
READ(1 102)AT( I)

- - 41 CONTINUE
WRITE(S,201)
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201 FORMAT(' ENTER NAME OF RESPONSE DATA, NN. DAT )
ACCEPT $2. (FILE(I),I-1,8)
CLOSE (UNIT-i)
CPEN (UNIT-2,NAME-FILE,TYPE-'UNI(NJ4N')
WR ITE(S. 241)

241 FORMAT(' READING RESPONSE DATA' ,/)
DO 42 I-1,N

C ARRAY CT(I) IS A FILE FOR ENTIRE OUTPUT DATA ARRAY
READ(2,102)CT( I)

42 CONTINUE

C
IF(N.EC.512) KI-NDOW,-7
IFCN.EQ. 1324) IKWNDOW-1S

C A TOTAL OF 7 OR 1S WINDOWS WILL BE AtJERAGED (50% OVERLAP)
:C 2 K-1,KWNDOW
WRITE(.S0)

50 FCRMAT(' WINDCWING DATA PLUS BLACKMAN FILTERING ',/)
C ASSIGN INPUT AND OUTPUT DATA FOR EACH FFT W INDOW
C J - START POINT OF CURRENT WINDOW
C J l STOP POINT OF CURRENT WINDOW
C

.i-((K-1)X64) + 14 Jt -J.128-1

Mi-0
C LOAD APPROPRIATE AMOUNT OF POINTS AND BLACIKMAN FILTER
C BLACKMAN FILTERING IS SIMILAR TO COSINE OR HANN FILTERING>. C

DO 3 I-JJl
M-M+1
R(M)- AT(I)
SCM)- CT(I)
ARG-FO T(M)/FLAT( 128)
R(M)-R(M)*(. 42-. SO *S(2. *PI*ARG)+. 06 05(4. *PI*RG))
S(M)-S(M)*(.42-.SOCOS(2.*PI*ARG)+.eezCOS(4.*PI*ARG))

3 CONTINU.E
102 FORMAT (F1S.9)

WRITE(S553)
53 FORMAT' COMPUTING FFT ON INPUT AM OUTPUT DATA'./)

CALL FFT(RS,12B,7,1)
C
C FF7 CONER!SION COMPLETE
C
C :
C
C SEPERATE FF7 DATA INTO REAL AND IMAGINARY COMPONENTS OF
C INPUT AND OUTPUT SIGNALS.

• ., C

DO 4 I-1,64
L-I+1
NMI-128-1+1
A( I )-(R(L)+R(NMI) )/2.
B( I )-(S(L)-S(NMI))/2.
C(I )-(S(L)+S(NMI) )/2.
D(I) --(R(L)-R(NMI))/2.

4 CONTINJE
C

WRITE(S, 104)JJl
104 FORMAT' COMPUTING PARAMETERS FOR WINDOW VALUES',14,' TO',14./)

DO S 1-1,64
P-A(1I)=C( I) + B( I )D( I)O-A(1)*D(1) - B(I)*C(1)

C COMPUTE CROSS SPECTRAL DENSITY OF INPUT TO OUTPUT. GXY
GXY(I)- GXY(I)+SGRT(P**2. + 0**2.)

C COMPUTE POWER SPECTRAL DENSITY OF INPUT. GX

1L
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GX(I)mGX(I)+ACI)**2. + B(I)**2.
PA(I)-PA(I) + p

C COMPUTE GY - PSD OF OUTPUT SIGONAL, GY
GY(I)-GY(I)+C(I)t*-0. + D(I)**2.

S CONTIU'4E
2 CONTI NUE
C
C
C

CLOSE(UNtIT-2)
C AVERAGE ALL VALUES

4R I TE(CS. 60)
* 60 FORMAT C AVERAGING PARAMETERS AND INTERPOLATING FREQUENC IES',/)

MID -64
LAST *129

NTL -LAST- 1
F -FLOAT C IGNDCW)
Do 6 I*1.MID
GXY( I) -GXY( I)/F
GX ( I) -GX ( I )/F

N GY I )-GY( I )F
PAC I)-Pq( 1)/F
GPM I)QA( 1)/F

4r6 CONTINUE
C ASSIGN TEMPORARY VALUES TO F ILL. OUT FREQUENCY RANGE
98 DO 66 I-1,MID

A (I) -GXY (I)

CCI )-GYC I)
AT( I)-PAC I)

66 CON~TINUE
C F ILL OUT ENT IRE FREGLM4CY RANGE

DO 7 1-2.LAST,2
I D. I/2
GXYC I)-A( 1D2)
G)(I )uB( D2)
GYC 1)-CC ID2)
PAC I)-ATC 1D2)
QA( I)-CT( 1D2)

7 COTINUE
C I NTERPCLATE I NTERMED IATE VALUES

DO 8 I-3oNTL,2
IMI- I-1
IPl-I+1
G)XY(lI)-CGXYC IM1)GXY Ipi) )/2.
GX I )-(3X( IMI)GXC Ii) )/2.
GY I )-(GYC IMI)+GY IP1) )/2.

91 ~PAC I)*(PACIMI)+PAC IP1) )/2.

B3 CONTINUE
C LI NEARLY I NTERPOLA.TE F IRST AND LAST VALUES OF RECORDS

GXY (1) -(GXY C2) -GXY(C3)) 4GXY (2)
GX C 1)o*(GX (2) -GX (3)) GX (2)
PAC 1)-(PAC2)-PAC3) )+PA(2)
QA C 1) *(QA (2) -QA (3)) +lq(2)

*1 ~GY Cl) CGY(2) -GY (3)) GY (2)
NN-NTL-1
GXYCLAST).CG)<Y(NTL)-GXYCNN) )+GXY(NTL)
GX(LAST) -(GX(NTL)-GX(N4) )+GX(NTL)
PA(LAST)C(P(NTL)-PCNN) )+PACNTL)
QA (LAST) * C ACNTL )-QA CNN)) +QA CNTL)

* ~~GY (LAST) * CG CNTL )-GY CNN)) +GY(CNTL)
C IF ND2 DATA POINTS, FINISHED: IF NOT, REPEAT DOUBLING ROUITINE

'.00
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IF CMID .EQ. ND4) SO TO 99
LAST *LIAST)K2
NTh LAST-1
MID *MID*2
Go TO 98e

99 CONTIU'IE
C OMPUTE HXY-GXY/GX An C4*11A SQUARED VALUES

OPEN(Lt4IT-.NAME-'BCflE.BDE' .TYPE-'UINKNIJN')
C CONV)ERT HXY TO DEC ISLES
C LET A(l) BE THE HXY(I) VALUES
C LET B( I) BE THE GAMIA SQUARED, GAIMP2( I) VALUES
C LET C(I) BE THE P?-ASE(I) VALUES

DO 9 I1.ND2

BC I).20.*(GXY( I **2)/(GX I )*SY( I))
CCI )-PTA2(QP( I).PA( I) )*S7.29S7e
IF(C(I) G1T. 90.) C(I)-CCI)-360.

C COLJERT GX AN'D GY TO POW4ER SPECTRAL DENSIT IES
* GX I )-10.*rALOG10(GX( I))

GYC I )10.*rALOGl0(GYC I))
9 CONTINUE

OPEN(UNIT-2.NriE-'GA-wP2.BDE' ,TYPE-L*NOWN'')
WRITE(2, 13600)ND2IJIIN.LJIAX

13600 FORMPTCX..I3.Gl6.6.Gl6.6)
DO 10 I-1,ND2

-' WRITE(2.3700)B(I),C(I)pW.(I)
13700 FOMT(X,3GI6.6)
10 CONTINUJE

COSE (LtIITs2)
C WRITE REMAINING DATA TO DISK

OPEN(LNITu2,rA1E.GX.BDE' ,TYPE.'Lt4KNOWI4)
I4RITE(2. 13600)ND2#WMIN.LflAX
WRITEC 1 ,13600)ND2.i..tIN. LMflX
DO 13 I*1,ND2
W.RITE(1.13700) A(I), CCI)p W(I)
LRITE(2,13'700) GX(I), CCI). W(I)

13 CONTI NJE
STOP
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C PROGRAM LCES FOR SYSTEM I DENT IF ICAT ION BY MATCH ING TRANSFER
C FUNCT ION TO G1IVEN SET OF FREQUENCY DATA. TRANSFER FUNCTI ON

z I S SELECTED BY USER THEN PROGRAM PERFORMS CONJUGATE GRADIENT
C SEARCH TO OPTIMIZE COST FUNCTION. PROGRAM REQUIRES TWO SUB-
C ROUJTI NESa CFG AND CGF?1 THESE SUB ROUT INES PERFORM THE
C COST FUN~CT ION CALCULAT IONS AND THE GRADIENT SEARCH.

PROGRAM LOES
DIMENSION B(IS).G(lS), ID(IS).AMP(50).PHA(SO).W(S1).H(30)
DIMENSION WR(S.O).DB(SO)
COMPLEX PLANT(SO)
EXTERNAL.. CFG
LOGICAL 1(G

C .TRUE. KG MEANSE TO COMPUTE GRADIENT
C-OrtiJN-'IDTN/PL-ANTL.ID.K1. INST.ND.KNT.NP.4R
COr-t1ONV FMC/YKOUNT. KG

C
C PROGRAM VARIABLE LIST
C
C AMP SYSTEM FREQUENCY RESPONSE MAGNITUDE (VECTOR)
C B MODEL PARAMETERS (INPUT VARI IABLE VECTOR)
C CFG SUBROUTINE WHICH COMPUTES COST FUNCTION AND GRADIENT
C EPS PARAMETER CHANGE DEF IING SEARCH CONVERGENCE OE-S

CC F COST FUNCTION F-J(B)
C G COST FIUN1CTION SCALED GRADIENT (VECTOR)
C H STORAGE VECTOR

.0C ID INTEGER VECTOR THAT IDENTIFIES CORRESPONDING B PARAMETER
C IER SEARCH CONVERGENCE PARAMETER (0-CONVERGED' SIZE<EPS)
C INST BRANCHING INSTRUCTIONS
C ITER SET EQUAL TO LIMIT(200) LZ'.ESS INST - 4 OR 5
C J INDEX OF ELEMENT IN VECTOR
C JD NUM1BER OF NONITERATIVE CONSTANTS IN MODEL
C "G LOGICAL VARIABLE .TRUE. MEANS COMPLrE GRADIN
C KNT COUNT OF COST FUNCT ION4 EVALUATIONS
C KOTUET CKG MT OF LITNE SEARCH ITERAT ONS
C Ki EXPONNDT OF FREE S IN MODEL (INPr VARIABLE)
C LIMIT MA~XIMUM NMBER OF ITERATIONS (SET - 200)
C N NMBER OF ITERATIVE PARAMETER OF B VECTOR
C ND NMBER OF FREQUENCY POI NTS OVER WH-4ICH- I NTEGRAT ION IS DONE
C NP TOTAL UIBLER ITERATIVE PLUS CONSTANT MODEL PARAMETE

" C PHA SYSTEM FREIQJENCY RESPONSE PHASE (DEG) (INUT VECTOR)
C PLANT COMM=TE SYSTEM RESPONSE TO EQU IV1ALENT COMPLE NIlDER
C SIZE PARAMETER STEP SIZE (SET TO 0.1 AT START OF SEARCH)
C THETA SCRATCH VARIABLE FOR RADI AN PHASE
C W RADIAN FREQUENCY VECTOR (RADIANS/SECOND)

-- C
C

P1-3.1415926535
10 W.RITE (S9110)
110 FORMAT(' ENTER NU.MBER OF FREQUENCY DATA POINTS FOR CURVE FIT'. )

READ (Sol11)ND
W.RITE(S.112)

S112 FORMAT(' FREQUENCY DATA? R-HAND ENTER 2-FROM FILE FREQ.DAT
READ(S.140) KY(
IF(KK MEQ. 2) GO TO 15
W.RITE(S. 103)

103 FORMAT(' ENTER ALL FREQUENCIES IN ORDER MRADSEC) ')
DO 2 I-1,ND
READ (S113) W(IL)

2 CONTINUE
WRITE (S#114)

114 FORMAT(' ENTER CORRESPONDING AMPLITUDES (DECIBLES)
DO 3 I-1,ND
READ (S_113) DB(I)

,'. II eIlIlqi O TR:II: ST-20
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C WRITE (S.193)
193 FORMAT (' ENTER MAX NUMBER OF ITERIATIONS DESIRED',//)
C READ (St111) LIMIT

" C WRITE (59184)
184 FORMAT (' ETER VALUE OF EXPONENT OF THE FREE S ,
C READ (5.111) K1
C WRITE (5,195)
195 FORMAT (' PROGRAM WILL ITERATE ON ALL B VALUES LULESS YOU ',/.

1g CHOOSE THE LAST ENTERED B VALUES TO BE FIXED. #./,
2- ENTER N.JMBER OF FIXED B VALUES (NORMALLY - 0) ')

C READ (5,111) JD
C
36 N-N-JD

NP-N+JD
C NP IS THE TOTAL NUMBER OF TERMS BOTH ITERATIVE AND CONSTANTS

WRITE (5,130) LIMITNK1,JD,(ID(J),J-1,NP),., .130 FORMAT( ' LIMITM, KiJV-' ,413, ' ID-' 1513)

GO TO e7
777 WRITE (5,186)
186 FORMAT(/,' INSTRUCTIONS? 1" SEARCH 2- NEW FREQUJENCY DATA ',/,

1' 3- NEW TR SFER FUNCTION 4- PRINT & SAVE RESULTS 5-STOP ')
READ (5,140) INST140 FORMAT (11)
GO TO (40,10,30s.5,1000),INST

50 WRITE (5,160)
160 FORMIT(6H MODmL,/,Bx, i14.,. 14X,3H1P, 11X,3HPHA)
40 SIZE-.1

- C SIZE IS THE PARAMETER STEP SIZE
EPS-1. E-6

C EPS IS THE PARAETER CHANGE DEFIING CONVERGENCE
C IF ITER-LIMIT*(1-INST/4)
C IF INST - 4 ITER BECOMES ZERO AND-NO IT IONS TAKE

JCNT-o
C KNT RCORDS MUMER OF TIMES THE COST FUNCTION IS EVALUATED

CALL CSFM(CFGN,DBFGSIZE, EPS, ITER, IER, H)
WRITE(S, 1S) F, IERtpOUNT, I4TSIZE

C F IS THE COST FL14CTION
1SO FO.C' F"'F1S.S/,

1' ERROR MS - (IER) (0-COtERGE1-NO CONERGE.2"ERROR) 'p/9
2' IER-,2,' KOUITKIITSIZE-'I3,4,1PE1O.3)

E"? CONTIN E
WRITE(S,151) (B(J),J-1,NP)r... ".- 15 FORM"AT W B" ,8F'11.4)
GO TO 777

1000 STOP
END.+.-:, C X*:zXzZZ=U.o -=ZZn ZZZZZZZ

C SUBROUTINE CFG COMPUTES THE COST FI.4CTION AND GRADIENT
C

SUBROUTINE CFG(NB,F, )
C
C CFG COMPUTES THE COST FUNCTION 1D GRADIENT

DIMENSION B(1),G(1),ID(15),W(S1)
COMPLEX PLANT(50),Z(15),SSTGM,E
LOGICAL KG

,-,-.. COrm 1rIDTM/PLR4T,W, ID,K, INSTND, KNTNP
COMMON/4MC4KOUNT, KG

C SUBROUTINE CFG VARIABLE LIST
C

SC AM MAGNITUDE OF G(JW,B)
C DEG ANGLE OF G(JWB) IN DEGREES

, C E ERROR BETWEEN MODEL AND DATA
C GM PARTIAL PRODUCT BECOMES G(S.B)

4.-- .-- -
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C I DI VALUE OF ID(K)
C J FREQUENCY I NDE'(
C K PARAMETER I NDEX
C S S
C ST TEMPORARY VALUE

*C WS SAVED W VALUE
C Z PART IAL PRODUCT IN MODL GRADIENT (VECTOR)
C
C

IF(INST .EQ. 4) OPEN(Lt4IT-2.r'#ArE'RESLTS.DATV.TYPE-'L4INOWN')
KNT-KNT+ I
DO 30 J-1,N

30 CONT I NJE
WS-W( 1)
F-0.
DO 100 J-11ND
5-cTIPLX(o. 44(J))

C S -LAPLACE VARIlABLE
31M-S%)K1
DO 8 X-10NP
I DIC ID (K)
GO TO (1e3,1e2p8p2-8e4).IDK

C START HERE IF DEALING W4ITH A ZERO OR A POLE

C GM IS A PART IAL PRODUCT OF TRANSFER FUNCT ION
IF (KG) Z(X)-S/SBK)(FLOAT(IDO-2.)

4. GO TO 8
C START HERE IF USING MODEL. AS PLANT
2 ST-( " K+1)*2+2.*SzBt10/(+I+1.

- -C ST I S A TEMPORARY VALUE
GII.6?USTfl(S-IDK)
IF(.NOT.I(G) GO TO 8
Z(I()o2. S2B(I/(B(K*1)ST)(S.-FLAT( ID))

SO TOG8
C Z IS THE PARTIAL PRODUCT IN M1ODEL GRADIENT
C START HERE IF DEALING WITH THE GAIN
3 GMl-Gi *B(K)

Z(X).OhIPLX(1. ,0.)
GO TO is

C START HERE IF DEALING WITH TRANPORT LAG (DEAD TIME)
4 Gr1-GMCE>P(-SXB(X))

Z(KEo-S29(K)
e CONTINUE

E-GMPL~AKVJ)
C E REPRESENTS THE ERROR BETWE3 THE MODL THE PL~r

FoF+(W(J1)-WS)REAE*CONG(E)*
IF(.NCT. K'G) GO TO 100
ST*(W(J+1 )-WS)*E*CCKJG(SM)
DO 90 Kw1.N

* - G(K)-G(X).REAL(ST*CONJG(Z(K)))
* 6o CONTINUJE

IF(INST.Eg.1) GO TO 100
* AM-CABS (Gil)

DB-20. ZALOGIO(AM)
C AM IS THE MAGNITUDE OF THE PARTIAL PRODUCTS

DEG-ATW(AIMAG(il * REAL(GM) )*S7. 295780
IF (DEG SGT. 90.) DEG-DEG-360.
WRITE(2,120) W(J)#DB.DEG
WRITE(S.120) W(J),DD.DEG

120 FORMAT(3F1S.S)
IF(INST.EG.5) PLANT(J)-GM

100 WSOW(J)
IF(INST .E0. 4) WRITE(2,200)F.(B(J).J-.r4P)
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200 FORT( F-'oF1S.S,/,' B-,8F1 1.4)
IF( INST .EQ. 4) CLOSE(LUNIT-2)
RETURN
END

C
C SUBROUTINE CGFM CONDUCTS THE COJUGATE GRADIENT SEARCH
C

SUBROUTINE CGTFM(CFGNBo F,G.SIZE. EPS, ITER, IER, H)
C
C CGFM PERFORMS THE ACTUAL MI MI ZAT I ON OF THE CONJUG4TE
C GRADIENT SEARCH AS STPRTED BY SUBROUTINE CFG

D IMENxSI O B(1),H(1),G(1)
LOGICAL KG
COP1MONFMC/I(OUt4T *KG

C
C SUBROUTINE CGFM VARIABLE LIST
C
C BETA CONJUGATE DIRECTION WEIGHTING
C FS SAVED F
C FSS SAVED FS
C J PARAMETER I NDE
C JN J/N
C K INDICATOR FOR STEP SIZE REDUCTION
C L NUMBER STEP SIZE INCREASES WITHIN ITERATION
C NCYC NUMBER OF I TERAT I ON BEFORE RESTART ING CONJUGLTE SEARCH
C RIR2,R3 TERMS IN QUADRATIC CURVE FIT
C SCALE STEP SIZE SCALE FACTOR
C SCASV SAED SCALE
C STEP STEP SIZE
C TSAVE SAVED TSGR
C TSQR SQUARED GRADIENT TERMS SUM
C X1,X2 PARTIAL PRODUCT
C
C -
C INITIALIZRTIOS

KOLtrroe
STEP-2.
IER-

S BETA-0.
C BETA IS THE WEIGHTING ON THE CONJUGATE DIRECTION

NCYCO
C NCYC IS THE NUMBER OF ITERATIONS BEFORE RESTARTING CONJUGATE SERCH
Is K-0

DO 20 J-iN
H(J)-B(J)

2e CONTINJE
KG=. TRUE.
CALL CFG(NB,F,G)

C TEST FOR STOPPING SEARCH
IF(KOUIT .GE. ITER) IERl-
IF(SIZE ,LT. EPS) IER-0

40 IF(1ER .GT. -2) RETURN
C COMPUTE PAST GRADIENT WEIGHTING

TSQR-0.
C TSQR IS THE SUM OF THE SQUARED GRADIENT TERMS

DO SO J-l,N
so TSOR-TSGR+G(J) R2

IF(NCYC .ED. 0) GO TO 60
BETA - TSQR/TSAVE

60 SCALE-0.
DO 70 J-1.N
JN-J+lN!
H(JN) -- G(J)+BETAH(JN)

70 SCALE-SCALE+ABS(H(JN))
IF(SCALE .GT. 0.) GO TO e
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I ERSO
GO TO 40

90 SCiALE-S IZE/SCA..E
TSA'JE-TSGR
NCYC -rCYC+ 1
FSS-F
L1I

C L COUNT(S NUMBER OF ITERATIONS
C UPDATE THE VLUES OF THE B-S
100 DO 110 J.1.N

JN-J.N
110 B(J)-H(J)*ABS(1.+SCALE*H(JN))

FS-F

CAL.L CFG(N#.F.G)
C LOG IC CHANGES LI NE SEARCH STEP SIZE OF CONCLUDES SEARCH

tF(K.GT.0) GO TO 120
IF(F.LT.FS) GO TO 130
I F(L. GT. I) GO TO 140
GO TO 150

120 IF(F.LT.FSS) GO TO 140
GO TO 160

4130 SCASU - SCALE
C SCASV I S THE SAVED VAL.UE OF THE SCALE

L-L+I
SCALE -SCALE*STEP
P55-PFS
IF(L.LT. 15) GO TO 100
IER -2

C I ER VAL.UE OF 2 MEANS ERROR HAS OCURRED
SGO TO 40

C NOW FIT QUADRATIC CURVE TO 3 PTS. BRACK(ETING L114E SEARCH MIN.
140 Do 146 JB1,N

JN&J4
R1-H(J)
R2sH(J )*AB5( 1 *SCASV*HCJN))

* IF(L.GT.3) RiuRl+CR2-Rl)/STEP
Xis(FSS-FS)*(R1-R3)
)e2-(FSS-F)*(R2-RI)
IF(ADS(R2-R3).GT.EPS/4.) GO TO 147
IF(L.GT.I) B(J)-R2

GO TO 148
147 B(J)-CX1*(R1.R3).>2(R1.R2) )/( (X1+X2)32.)
£4e IF(B(J)*H(J).LE.0.) B(J).-1.9(J)+EPS*R3
C UPDATE SEARCH VARI IAMES

SIZE-S!ZEX(FLOAT(L)+2. )/4.
K(1I$TwKOUNT+ 1
IF(NCYC.GT.N) GO TO S

GO TO 1s
ISO SCASV-SCA..E

SCALEaSCALE/Cl. 4STEP)
K*K+1
SIZEuSIZE'( 1. STEP)
GO TO 100

160 SIZEeSIZE'(1.+STEP)
* DO 180 Jw1,N

18 D(J)oH(J)
GO TO S
END

U.11
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APPENDIX C

FORTRAN SOURCE CODE LISTING

PROGRAM F410
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PROGRAM F410
C F4 AT FLIGHT CONDITION NO. 10

DIMENSION A(4.4). CMAT(44)oEAT(44),EATh1(4,4)
DIMENSION IM(4.4).AT(4,4),ATT2(4,4),FCAPT(4,4)
DIMENSION BUJ(44).X(4.4).AI C4.4).ASQ(4,4),DEL(512)
DOUBLE PRECI S ION CMAT
REAL IM
I NTEGER RA. CA
BYTE FILE(12).OFILE(14)
DATA FILE'g80.'.D',OAA.To/
RA-4

-. - CA-4
100 FORMAT (11)

NUT-0
C INITIALIZE ALL MATRICIES

DO I I1 1.RA
DO 2 J - 1.RA
ASOC IJ)-0.O
EAT(IJ).0.0
EAThiC I.J).0.0
Al (I .J)-o.o

X( I.J)-0.0
ATT2( I.J)-0.0
FCAPT( I J)u0.O
BUC I J)-.O

2 IMCIoJ) - 0.0
1 CONTINUE

C. SYSTEM A-MATRIX HERE
A(1.2)--.00S21
AC 1.3)o-100.3
AC 194) -- 31. 947
A(2o1)u.000474
A(2,2)--.319
A(2,3)-1738
AC(2.4)-*1.842
AC3, 1)-.0017S
A(3, 2) --. 0133
A(393)--.3138
A(3#4)..

A(4,2)-..
A(4. 3)a ..
A(4,4)-0.0
WRITE (So13)

13 FORMAT ('ENTER TIME OF CUTPLITo STEP STZEAND PRINT STESx '
READ (S,200) TIMEoCAPT
READ (S,201) IPRNT

201 FOMT (Its)
200 FOMT (IF1S.9)

STIME-0. 0
DTIME a TIME..
B11-3. 42
B21-20. 7
B31--4.90

* B41-0.0
WRITE (S,203)

20 FORMAT (' ENTER NUMBER OF DATA POINTS )
READ (5.201) KC
WRITE (5.51)

SI FORMAT(' ENTER NAME OF INPUT DAT' NNNNNN.DAT',/)
ACCEPT S2. (FILE(1l.I1.18)

. i%52 FORMAT (BAl)
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OPEN(UN IT-3 NAMEF ILE TYPE-'UN10aCWN4'
DO S 1-1,K~
READ(3P200) DEL(I)

5 CONTINUE
CLOSE(UNIT-3)

C OPEN FILES FOR OUTP~UT
OPEN(LI4T-1NAM-'VELOCITY.DATI,TYPE-Lt4XNOIW14)
OPEPh(UNIT-2.NAME- *ALPHR. DAT' .TYPE-' UI417101')
OPEN(UNIT-3oNAME-'Q.DPT'.TPE'I1NOIJ44')
OPEN(UNIT-4. NAME-'THETA. DAT' .TYPE- 'LtN*')

C START BY SETTING Al EQUAL TO A MATRIX
DO 3 I-1.RA
DO 4 J-1.CA

4 AICIJ)-A(IoJ)
3 CONTINUE
C INVERT THE A4 MATRIX USING INVSUBo A MATRIX INVERSION SUBROUTINE
C

CALL INVSUB (A-AI.RA,CA)
C
C MPTIIJL IS A MATRIX MULTIPLICATION SUBROUTINE

CALL MATMLL (PAACTIAT.RA)
DO 31 I1 1RA
DO 32 J- 1.CA

32 ASQ(I'J)-CMAT(IoJ)
31 CONTINUE

JJ-e
C EAT a I + AT + (A* 2)T**2 /2 FACTORIAL + (R**3)T**3 /3 FACTORIAL
7 CONT INUE

DO 91 I-1,RA
DO 92 J-1.CA
AT (ItJ)- A(I.J)CAPT
ATT2(1I J)- (ASQ( I J)*CAT*2. )/2.

92 EAT(I.J) - AT(I.J) + PtT2(IJ)
91 ONTINUE

DO 64 I-1pCA
EAT (1.1)-EAT (1,1)4.1.0

64 CONTINUJE
CALL MATUL CAdSG,CMATPRA)
DO 33 I*1,RA
DO 34 J-1sCA

33 CONTINUE
C FIND F(T) MATRIX FUN4CTION

DO 19 Im1.RA
DO 29 J-1,CA

29 EAT1(IJ)-EAT(I,J)
19 CONTINUE

DO 21 lo1.RA
EATMN1.) - EPT(I.I) 1 .e

21 CONTINUE
22 JJ-JJ+1

BU(2. 1)-B21*DEL(JJ)
BU (3 1 ) aB31 *DEL J
CALL MATML (EAThI,BU,.CrAT.RA)
DO 23 1 - 1bRA
DO 24 J - 1,CA

24 FCAPT(I.J) - CMAT(I.J)
23 CONTINUE
C

CALL MATMUi (Al- FCAPTICTIATRA)
DO 2S I - b.RA
DO 26 J- 1.CA

26 VCAPT(IJ)-CMAT(I.J)

2S CONTINUE

91



77 CONTINUE
C MAIN ITERATION OCCURS HERE

CALL MATML1L. (EATX.CM1ATRA)
D0 37 1-1-RA
DO 38 J-1.CA

36 X(I.J) - CMAT(Ioj)
37 CONTINUE
998 CONTINUE

DO 39 ImieRA
DO 41 J-I.CA

41 X(IoJ)-X(I,J)+FCAP T(IoJ)
39 CONTINUJE

IF(STIME .EQ. 0.0) WRITE(S.11)
11 FORMAT(//', DEL.TA VALLJES'.5X.'UELOCITY'.BXALPHA',BX9

1'? RATE (0)',7Xo'THET DEG'./)
STIrIE.STIME + CAPT
IF (STIME .GE. DTIME )STOP
NUT-NUT +1
IF (NUT .ED. IPRNT) GO TO 3999
GO TO 77

3999 TIME-STIME
NUT - 0
CTIAT(l.4)-X(1. 1)
CMAT(2o4)-S7.29S79*X(2. 1)/C173e.-X(1,1)
CMAT(3,4)-X(3. 1)
CMAT(4.4)-X(4. 1)

C PUT THE APPROPIATE VALUES IN DISXIFLES
L.RITE(5,4001) TIME, (CMAT(I.4)uI1.4)

4001 FOMT (* TIME - ',F6.2plP4Gl5.5)
WRITE(l.200) CMAT(1,4)
WRITE(2.200) CMAT(2,4)
WRITE(3,200) CMAT(3o4)
WRITE(4,200) CMAT(4,4)
GO TO 22

C MATMULT IS ROUT INE TO MULTIPLY TWO MATRIX TOGETER
C

SUBROIT I ME MATMUL. (AMATX. BMATX CMATS IZE)
DOUBILE PREC IS ION MAT
INWESER S IZE
DIMEN4SION AMTX44Dr1ATX(4t4
DIMENSION CMAT (4o4)
DO 1 I-1.SIZE
DO 2 Jui.SIZE

2 CMT(IoJ).0.0

C MIJ..IIPLY MATR ICES
DO 3 Is1.SIZE
DO 4 XU1.SIZE

@1 DO S Ju1.SIZE
Xwsm1X( I ,J)*MATX(Jvx

4 CONTINUE
3 CONTINU.E

RETURN
END
SUBROUTIINE IN.)SUD (A.AI.RA.CA)

* DIMENSION A(494)
DIMENSION IM(4,4).CMAT4.4),AI(4v4)
REAL I M
I NTEGER RA. CA

C INITIALIZE ALL MATRICIES
DO I I - 1,RA
DO 2 J a 1.RA

Al (I J~u92



2 IM(.J) *0.0

I CONTINUJE
C
C FORMi THE IDENTITY MATRIX. IM

DO 14 Iu1.RP
IM( I *I )w1.

14 CONTINUEC INITIALIZE THE INVERSE MATRIXC START BY SETTING At Eg1JaL TO A MATRIX
DO 3 I-l.RA
DO 4 JwI.CA

4 AC.)AIJ
3 CONTINUJE
C INVERT THE A MATRIXIII CC FORWARD ROW REDUCT 1 ON STARTS HERE

00c SO K*i.csi
LINE - K

9 FACTOR-Al(,K
IF (FACTOR .EQ. 0.0) Go TO 2000
LINE a K
DO 71 I-IRA14t IC,)*IK )FCTO R
IM(K. I)wIM(K, 1)/FACTOR

7 1 CONT IN"A
KPLUSI-Ik+l
DO 20 ImMPUS1 *CA
FACTOR-Al (1,10
DO 30 J-i,CA

30 CONiTINUE

* C REV.ERSE Row REDUCIOm STARTS HERE
KS! ZE-RA

99 KSMI-KSIZE-1
90 FACTOR=AI(KSM,KSIZE)

IF (FACTOR ME. 0.0) Go To 330
DO 310 J-1.RA
Al (KSM1,J) -Al KSflJ)-FRCTOR*AI (KSIZEJ)
I M ( K9 l J) *IM( KSM±,J ) -FACTR IM (XS IZE .J)

310 CONTINUE
330 KSMI-KSI-1

IF ((SI G67. 0) GO TO 90
KSIZE-KSIZE -1
IF (1(SIZE .ST. 1) Go TO 69

C INVJERSION IS CONLEE ASSIGN Al To Im
DO 60 I-1.RA
DO 61 J 1,CA

61 AI(IJ)-IMItJ)
60 CONTINUE

GO TO 30W2
* . 200 IF (K .EQ. CA) GO To 3000

* * LINEeLlNE.1
IF (LINE .GT. RA) GO TO 3000

* C INTERCHANGE LINES OF MATRIX
LPIwLINE + I
DC 320 J.1,CA
CriAT (t(,J)-AI(K,J)
CTIAT (LP1.J)-IM(K,J)
AI(K.J) a AI(LINE,J)
IM(K@J) a IM(LINE,J)
PI(LINEJ)CMAT (IGJ)

* * IM(LINE,J)CMAT (LP1,J)
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*320 CONTINUE
SO TO 9

* 3000 WRITE (S,3001)
3001 FORMA~T (' SINGLAR A MA~TRIX CAN NOT INVERT 1)
3002 CONTINUE
C

RETURN
STOP
END
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